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Traveling pulses in anisotropic oscillatory media with global coupling

M. Falcke and H. Engel
Institut fir Theoretische Physik, Technische UniversBarlin, Hardenbergstrasse 36, 10623 Berlin, Germany
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The CO oxidation on thé110) surface of a platinum single crystal has a strongly state dependent diffusion
anisotropy. The surface is coupled globally through the gas phase. We consider the oscillatory regime. The
dependence of the anisotropy on the surface structure is modeled by a cubic equation. We have found, that
diffusion driven traveling pulses in the oscillatory regime—so-called phase flips—can arise from a small phase
gradient under global coupling. Anisotropy causes five different regimes of the expansion of phase flips and
spiral formation. The spiral formation additionally depends on the direction of the rotation of the spiral.
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PACS numbes): 82.20.Wt, 82.20.Mj, 82.65.Jv

[. INTRODUCTION not occur at all. These regimes of wave propagation have
D ical " bevi i di diff been widely investigated for isotropic conditions. Recently,
ynamical systems obeying noniinear ordinary ditteren-g ., investigations have been done for anisotropic excitable

tial equations can show different regimes of dynamical be'chemical medid7—9]. The crucial property of the investi-

hav!or In depeqdengg on thglr pg_rameters. Those_ regImes aigated anisotropy is, that it is dependent on one dynamic vari-
for instance, bistability, excitability, and the oscillatory re- gp1e and therefore cannot be eliminated from the equations
gime. In the last one the physical variables steadily oscillateby a simple rescaling of the space coordinates. We are inter-
In the bistable regime the system stays in one stable statiogsted here in different regimes for the expansion of pulses in
ary state until a supercritical perturbation causes a transitiog two-dimensional anisotropic medium in the oscillatory re-
to the other stable stationary state. In the excitable regime thgime. These conditions apply to CO oxidation or{1R6)
unperturbed system stays in the stable stationary state, untilsingle crystal surfaces. In this system the anisotropy depends
supercritical perturbation leads first to a strong amplificatioron the inhibitor variable.

of the perturbation and finally to a relaxation to the stable Besides local spatial coupling by surface diffusion of ad-
state. sorbed species, the CO oxidation orf1R0) surfaces is glo-

In spatially extended chemical systems, described by norbally coupled. The partial pressure of carbon monoxide pro-
linear partial differential equations, certain wave phenomenaides the global coupling through the gas phase. Changes of
belong to these regimes. Fronts of transition from one stablpartial pressure influence the local dynamics, which forms
state to the other are typical for the bistable regjieIn the  the spatial pattern. Conversely the spatial pattern governs the
excitable regime pulses occur. They appear as straigltverage adsorption and desorption of carbon monoxide on
pulses, as target patterns generated by a pacemaker in theihich the strength of the global coupling depends. In this
center, or as spiral wavg2—4]. Target pattern and spirals way the spatial pattern of adsorbates on the Pt surface and
exist also in oscillatory media. For these spatial patternshe global coupling interact. We will consider this interaction
again different regimes occur depending on the values of thin this paper as well.
parameters specifying the local dynamical regir2e3,5,4.

For instance, in the excitable regime spiral waves exist only
above certain critical values for diffusion or excitability. At
parameters below these critical values every pulse with an The model starts from a kinetic scheme that has been
open end would shrink and finally vanish or pulses wouldproposed by Krischer, Eiswirth, and EflO]

Il. THE MODEL
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Table | lists the variables and parameters of the equationgncludes the adsorption and reaction terms. We may ignore
Equation (1) for the coverage of carbon monoxide de-  contributions due to desorption and to diffusion in the pa-
scribes adsorption and desorption of CO and also the formaameter range considered. The kinetic scheme involves an
tion of CO, according to the Langmuir-Hinshelwood mecha- adsorbate-driven phase transition of th€l®0 surface be-
nism [10]. The balance of oxygen coveragg—Eq. (2)—  tween a X2 structure of the clean surface and &1

TABLE |. Parameters and variables.

Variables
C CO coverage
(0] O coverage
W fraction of the surface in theX 1 structure
Pco partial pressure of CO
Parameters
Cco Ky adsorption rate 4.1810° MLs ! Torr 2
Se sticking coefficient 1
Cs saturation coverage 1 ML
0, Ky adsorption rate 7.8410° MLs * Torr™?
So1 sticking coefficient on X1 0.6
So2 sticking coefficient on X2 0.4
O saturation coverage 0.8 ML

Rates withk; = A;exp(—E;/RT)

Ks reaction A;=3Xx10P (ML s) %, E3=10 kcal/mol
K, CO desorption  A,=2x10%s™! E,=38 kcal/mol
Ks phase transition A5=200 s !, Egz=7 kcal/mol

Diffusion (local coupling
D; diffusion coefficient in thg110) direction: 10um?/s
D,(W) diffusion coefficient in thg001) direction: depends oWV

Gas phase couplinglobal coupling

\Y, reactor volume: 55 1

Jio volume current into the reactor: 360 I's

A crystal surface

VL volume of one monolayer adsorbed CO: 0.3—0.81 ML

Pcoe partial pressure of CO in the gas inlet<40~° Torr
Control parameters

T temperature: 545 K

Po2 partial pressure of oxygen
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structure of the CO covered surface. Equati8ndescribes
this processW is the fraction of the surface in thexil
structure.

homogeneous oscillations

The transition of the surface structure leads to a depen- cluster patterns
dence of the diffusion coefficient oW in the (001) crystal-
lographic directiorD, ~ standing waves

= &
! 3 D, = | N hase flips
Do(W)=D3| 1+{ 5~ ~1|WP|=Dop((L W), £= 5. ERT: RN L
4 .
09 :S\n\ '..Vﬂ; turbulent patterns

Equation(4) is an ansatz for the depepdenceDQfon W Let ‘\"\"\‘-*—t.::;,?%_:\
us assumd®,<D;—D,. Then the ratio of the maximum of 1.04 112 120 h

the diffusion coefficient to its minimunD ; g,/ D2 min de-
pends on Wiax/ Wmin)°. Because W/ Wnin) is about 2,
the exponent 3 provide®; /D2 mi=8. This is in the
range of the experimental observatiofkl]. The crucial FIG. 1. Bifurcation scheme of the spatiotemporal structures of
zone of a pulse for the diffusion processes is the pulse fronthe  globally  coupled  reconstruction  model in  the
It is a very thin layer, because the systét—(3) oscillates ~ Poz~ Vm-Parameter plane.h: supercritical Hopf bifurcation,
with relaxation oscillationsW changes only a little in the srp: saddle-_node bifurcation of limit cycles_, sn:_saddle-node bifur-
front because its typical time scale is much larger than that ogation. Full Ilne_: upper boundary of the region with cluster patterns;
C. To get an impact of the change W on the diffusion hatched.are.a: irregular patterns; dotted line: lower bounqary of the
inside the front, the dependenced§ on W has to be sen- range with irregular resp. cluster patterns; Iong-_dashed I|_ne: upper
sitive enough. The cubic dependence supplies this sensiti\?.-oupdary for the ex'.Ste,nCE of phase flips travellnq'()ﬁl) direc-
ity |9n, dash.ed-d.otted_llne._ upper bounda.lry for the eX|_ste.nce of phase
Adsorption and desorption of CO produce local differ- fl!ps traveling in (110) direction. Standing waves exist in the tran-
ences of the partial pressure of carbon monoxidg. Dif- sition range between turbulept p_atterns an_d clu_ster pgttern;. The
ferences balance immediatefwithin 10-3 s compared to procedure used for the determination of the lines is explaingd]in
the time scale of the oscillations-G ). In this way a global
coupling arises. The balance equation for the partial pressure,
of carbon monoxide is

R, (1 0™ Torr)

We keep the following parameters constant through all
Iculations in this papeff =545 K, pcoe=4Xx10"° Torr,
Jio=3601s %, V=55 |, andD,/D,=38.

dpco  Jio 1. NUMERICAL METHODS

Pcoe—Pco

Vgl [ dr?
5] R e

dt v The partial differential equations have been integrated
C semi-implicitly, by which we mean that the reaction part was
- kz(g) ] ) : (5  treated implicitly and the diffusion part explicitly. The diffu-
S sion term was calculated using the formulas giveri 1d]
forming the spatial derivative of the diffusion coefficient nu-
Equation(5) allows for the gas supply, exhaust, and the ad-merically. We integrated Eq5) explicitly. The spatial inte-
sorption and desorptiomcce is the partial pressure of car- gration has been performed with a procedure of order
bon monoxide in the gas inlet, for the other parameters se@(1/N*) (whereN is the number of grid points in one di-
Table I. The value of the amplitude of tipg oscillations is  mension.
the strength of the global coupling, because the larger the
oscillations of the global variablpcg the larger their influ-
ence is on the local dynamics. Thgg oscillation amplitude
is proportional toV), for small V\, —especially for the We have investigated the pattern formation in the
whole existence range of phase flips discussed below. Thergy,— V. -parameter plane. Five different patterns have been
fore we can consideY,, as a measure for the strength of found: the homogeneous oscillating state, turbulent patterns,
global coupling and use it as a bifurcation parameter. Weeluster patterns, standing waves, and phase fiips Fig. 1
expect similar results when experimentally adjustable paranReference§5,13—-15 describe the first four. We focus on the
eters as the partial pressure of oxygrip, for example, are phase flips here.
chosen appropriately. Phase flips are diffusion driven waves in oscillatory me-
The strength of the global coupling depends on the spatialia. We want to use the phase picture of oscillatory systems
pattern on the crystal surface, too. For instance, the onde characterize the phase flips. The state of an oscillatory
dimensional patterrC=Cg(t)cos(2m/S) would lead to a system moving on a limit cycle can be completely described
constant value of the integral in E(p) and there would be by a phase variable [16]. ¢ is the position on the limit
Nno pco oscillations. The homogeneous oscillating state is theeycle and¢ =27 corresponds to one whole rotation. In spa-
pattern with the largest amplitudes of tipgy oscillations tially extended system& depends on the space coordinate
and, therefore, with the strongest global coupling. r: ¢=¢(r,t). Phase flips are phase fronts with a height of

IV. RESULTS
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) ) o ) FIG. 4. Upper boundary for the existence of phase flips traveling
FIG. 2. One-dimensional phase flip in dependence on dlmeni-n (117” direction in dependence on the wave vectorat
sionless space coordinateand dimensionless time. The symme- Po2=1.17x10"* Torr. The maximum wave vector is about 0.0012
try in space and time dependence is obvious. in dimensionless units; this corresponds to a wave length of about
90 um.
27 and a space-time dependence of the form: #
o(r,t)=¢(r—st) (see Fig. 2 alsp Heres denotes the ve- Nt only can the global coupling create the phase flips,
locity of the front. o but also the phase flips can influence the global coupling.
Phase flips can arise from a phase wave. Initially theperiggic trains of phase flips weaken the global coupling.
phase gradienA ¢ producing the phase wave can be quiteThe reason is the decreasing amplitude of the oscillations of
flat. The gradient becomes amplified and more localized byne spatial average of adsorption and desorption in(Eg.
the global coupling. During this process the velocity of theTphat is why the upper existence boundary of the phase flips
phaselwave dec_reases because it is proportior_1a| 6n theV,, axis—V,,_s—increases, if the wave vectérof
(A¢) . Ata certain value o ¢ the phase wave trns into the trains of phase flips increaseee Fig. 4 V), 4 drops at
a diffusion driven wave—the phase flip—with a constant|arge k, because the minimal wave length at which phase

velocity and a constant value df¢ (see[17] and Fig. 3. flips can exist is reached. Therefore the local coupling by
The amplification occurs if in the absence of local couplinggitfysion causes that drop.

(D,=D,=0) only the homogeneous oscillating state is

tabl The most obvious consequence of the anisotropy on the
stable.

Pt(110 surface is a dependence of the pulse velocity on the
direction. The ratio between the velocity in the (Q)ldirec-
tion and(001) direction is equal toD,/D,)? with constant
anisotropy. In our case it is a little less, because the diffusion
in (002) direction is almost always larger thé,.

v (L) A

no phase flips

TVuLa Phase flips travelling in (001)
direction shrink, no phase flips
travelling in (170) direction.

P, (10° Torr)

Phase flips travelling in both
direction shrink.

-

300 TVis

(001)

t(s)

A/ Phase flips travelling in (001)

"~ direction form spirals, phase
flips travelling in (110) direction

FIG. 3. Formation of a one-dimensional phase flip in space
(length of thez area about 60@:m) and timet. Below the partial

f
o
S

pressure of CO is shown as a function of time at shrink.
Poz=1.16<10"* Torr, Vyy =0.17 1/ML. The initial condition is a v

phase gradiemk ¢=2x/L (L—system length The velocity of this |
initial phase wave id/T, (To—period of oscillations The phase spirals

gradient becomes steeper and more localized by the global couplin
and its velocity decreases down td(67T,). During this process (170) O
the global coupling becomes stronggi-g—amplitudes increase

because the initial condition has almost no homogeneous Fourier FIG. 5. Regimes of expansion of phase flips in dependence on
components and the stationary state has a homogeneous compon®gf at pp,=1.16<10"* Torr: V. s=0.132 1/ML, Vy sa

with large amplitude. =0.157 1/ML,Vy 4=0.176 1/ML, andV_4x=0.215 1/ML.
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FIG. 6. Broken target pattern &y, ,<Vy <VyL4a- The car- FIG. 7. Alignment of a phase flip in the regime
bon monoxide concentration is shown. The brighter the gray leveVuL,s<VmL <V sa. The carbon monoxide concentration is
is, the higher is the concentration value. The parameters arghown. The brighter the gray level is, the higher is the concentration

Vy=0.18 1/ML andpg,=1.16x10"* Torr. Size of the imaged Vvalue. The upper left picture shows the initial condition. The upper
area: 610um X520 um. right picture shows the phase flip after 19, 25, 31, 37, 43, 49, and 55

periods of the oscillation. The lower left picture shows the begin-
For the following discussion we define the term “direc- ning of a spiral after 64 periods. The lower right picture shows, how
tion of an open end.” The direction of an open end is thea part of the spiral splits off and the phase flip forms a new spiral,
direction perpendicular to the pulse front at the open end. Fowhich will be stable. The parameters avg, =0.14 1/ML and
instance, the open end on the left-hand side of the initiaPoz=1.16x10"* Torr. Size of the imaged area: 870m x 740
condition in the upper left picture of Fig. 7 is directed in the #M, upper left: 74Qum X740 um.
(001 direction.

_ There are five different regimes for the evolution of phase Fig. 8 turns the open end initially in the (D). direction.
flips in dependence orVy_ (compare Fig. b Above  The open end of the pulse in Fig. 7 pointed during the pro-
VwmL4a NO pulses can exist and the homogeneous oscillatingess of alignment at a certain time in the same direction as
state is the only stable regime. the open end of the initial condition in Fig. 8, but did not

The anisotropy causes the other four regimes. Foktart to form a spiral. That shows, that the development of a
VmLa<VmL<VmLa4a, Pulses can travel only in th€D01)  spiral not only depends on the direction of the open end but
direction, and if they have an open end, they shrink. A two-a|so on the direction in which the open end had to turn to
dimensional pattern that can occur in this regime is shown iform a spiral.

Fig. 6. A pacemaker creates a ring of a target pattern. The For the spiral formation with an initial turn into tH601)

ring breaks where its front is perpendicular to the @)1 direction we have found a critical angtg,. If the open end
direction. Both remaining parts of the ring travel in ®®1) is initially directed with an angle smaller thah,, it shrinks.
direction until their length shrinks to zero. Otherwise, it forms a spiral. At our standard parameters,

For V. betweenVy, sandVy, saphase flips can travel py,=1.16x10"* Torr and V,, =0.14 1/ML we find
in both directions, but only phase flips traveling in {081
direction can form spirals. The two dimensional structures
occurring in this regime are target pattern and spirals. Before
a pulse with an open end forms a spiral, it aligns in the

(1?)) direction. That is why the connecting line of the core
centers of a double spiral is always directed approximately in

the (110) direction in this regime. Figure 7 shows the align-
ment process. Starting from a bended pulse cut out of a tar-
get pattern, it takes more than 64 oscillation periods until a
spiral develops. The alignment is caused by the dependence (170)
of the velocity on the direction. The pulse aligns vertical to
the direction with the smallest velocity—tti@01) direction.

L : ; FIG. 8. Spiral formation with a phase flip turning the open end
Another condition for the alignment is, that th n en
other condition for the alignment is, that the open e dinitiaIIy into the (001 direction atVyy s<Vy <V sa. The pa-

initially dwgctec_j into the (1_1)) direction cannot grow into  rameters areVy, =0.14 1ML and po,=1.16x10"% Torr. The

the (00J) direction, respectively, form a spiral. phase flip on the left-hand side is the initial condition, this one on
Figure 8 shows the results of a simulation with an openne right-hand side is the state after seven oscillation periods. The

end directed in a direction with an angle between 0 and 9Ghitial condition has been cut out of an elliptical target pattern. At

degrees to the (1@) direction. The crucial difference to the the upper end the normal of the initial condition points into the

simulation in Fig. 7 is, that the initial rotation of the spiral (110) direction. The normal of the other end has an aryleith

turns the open end into tH801) direction, whereas the spiral this direction.

(001)
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6.,=0.1227. We did not determine more values éf., be-  The P{110 surface shows this preferred direction as well in
cause of the large amount of two-dimensional integrationg certain regime of parametd20]. The major difference to
required, but it seems plausible, thy increases from 0 to  Our results is, that the experimentally observed pulses show a
7l2 as V), increases fromVy, s t0 Vi sa, because at constant length, whereas our model predicts only shrinking

; pulses. In the regime betweéry, s and Vy sa the axis

?Q\ﬂr,%saaélpﬁgll.ses form a spiral and &ty sa N pulse can connecting the cores of a double spiral emerged from both
Finally there is the regime aV,, <Vy,_ s, in which endstoftthiffsame pLIJ:IsethshouId be directed |r}ttr;]e d|rgctl?n of
; - e = . constant diffusion. Further consequences of the anisotropy
phase flips can travel in both directions and can form splral%lre the elliptical shape of spirals and target patterns and a

. i . ) ) Rertain orientation of standing waves in the oscillatory re-
two-dimensional structures occurring in this parametergime. The latter is discussed .
range. Phase flips in th€001) direction with diffusion depending

on the surface structure turn out to be more stable than phase
flips in the (1 10) direction with constant stronger diffusion.

Phase flips in oscillatory active media subjected to exterYWe suppose, that this can be explained by similar phenom-
nal periodic forcing have first been considered by Coulleeha in excitable media. Gottschalk report$2d] a decrease
and Emilsson, who noted their similarity to traveling pulsesof the stability of pulses in the excitable regime, if the dif-
in excitable medid18,19. fusion increases inside the excited part of the pulse. He ex-

We have investigated phase flips in a system with stat@lains, that with increasing diffusion the back front of the
dependent anisotropy and global coupling modeling the capulse catches up to the front and the pulse becomes shorter
oxidation on Pt110) surfaces. The global coupling is able to Of collapses.
create phase flips out of a weak phase gradient. This is pos- According to Mertens, Imbihl, and Mikhailop22] trains
sible because those phase gradients generate spatial conc8hphase flips can lead to a breakdown of global coupling. In
tration profiles with small wave vectors, which do not de-this situation periodic traveling phase flips represent only
stroy the global coupling. transient states of the system. [22] this was described in

Our aim was to investigate pattern formation under globathe framework of the globally coupled complex Ginzburg-
coupling in continuation of the work presented in Refs.Landau equation. As mentioned above, the reason for this
[6,13,14. We have found five different regimes for the Pehavior is the spatially averaging character of the oscilla-
propagation of phase f||ps They are with decreaé'{m: tions of the glObaI variable. If the Spatial prOf”e of the phase
no phase flips, shrinking phase flips in tt@01) direction, flip has no spatially homogeneous Fourier component and
shrinking phase flips in both directions, spiral forming phasethe coupling term is linear, like in the globally coupled com-
flips in the (001) direction, shrinking phase flips in the Plex Ginzburg-Landau equation, any phase flip will destroy
(110) direction, and, finally, spiral forming phase flips in the global coupling. On the contrary, in the case discussed

both directions. The results show which different regimes o .elre thﬁre '? a hr?mogftla'neouz It:t:)uner clqmptonem In the tspa—
pulse propagation may occur in oscillatory media. Mertend'@ Profile of a phase flip, and the coupling term is an inte-

et al. provide analogous results for traveling wave fragment: ral over a nonllnegr_ functlt_)n (.)f the concentrat[nnm_pare
in excitable media with complex anisotropg]. g. (5)]. We have finite oscillations of the global variable at

We usedV,, as the bifurcation parameter considering smgllyvave.vectors. From. our calculation it follows the}t then
L5,)_er|od|c trains of phase flips weaken the global coupling but
do not trigger its complete breakdown.
In the considered parameter range the strength of the glo-

V. DISCUSSION

pling, because it is proportional to the amplitude of oscilla-

tions of the partial pressure of CO in the gas phase. W | ina | tional d the alobal i
expect similar results when the partial pressure of oxygen o al coupiing 1s proportional iy, and the giobal coupiing
cts as a homogenizing force. That leads to the creation of

another experimentally adjustable parameter is chosen aﬁ— .
propriately. Anyway, the parameter window of the observeo’Dhase fI_|ps on .the one hand and to the breakdown of the
behavior is small. phase flips at highvy, on the other hand.

A systematic experimental investigation of the influence
of state-dependent anisotropy was done only for the reduc-
tion of NO with H, on RH110 surfaces. The phenomena  This work was partially supported by a grant from the
found there agree with our results only with respect to theDeutsche Forschungsgemeinschaft and the Fonds der Che-
existence of a preferred direction of the pulse velog#y|. mischen Industrie.
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